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Noise Contrastive Estimation (NCE) learns a data model 
by contrasting data and noise samples in a binary 
classification task

Specifically, a discriminator  is trained with the negative 
cross-entropy

D(x)

Recent work [1, 2] shows the choice of the noise 
distribution is crucial. In practice, it ranges from a default 
Max-Entropy to adversarially targeting data. But what is the 
optimal noise?

With a limited budget of samples, the parameter is estimated 
with a statistical error. It is quantified by the MSE [3]

Sample Efficiency
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ℒNCE(pθ) = − 𝔼x∼pd[log Dθ(x)] − ν𝔼x∼pn[log(1 − Dθ(x))]
and with an infinite amount of samples, recovers the data 
distribution θ* ∈ arg min ℒNCE(pθ) .pθ* = pd where

ℒMSE(pn) =
ν + 1

T
tr (I−1 −

ν + 1
ν (I−1mm⊤I−1)) .

poptimal
n ∈ arg min ℒMSE(pn)

What does the Optimal Noise distribution look like?

∝ pd(x) ∥∇θlog pθ*∥I−2
F
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pd(x) ∥∇θlog pθ*∥2

pn interpolates both limit cases.
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Our Theorems
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The task is to estimate the mean or variance of Gaussian data. 

Goal: find the optimal noise distribution for 
Noise-Contrastive Estimation (NCE) 

Approach: Minimize the Asymptotic Variance of 
NCE w.r.t. the noise distribution. 

1.Formulae for the Optimal Noises in popular setups  
     (e.g. noise samples >> data samples) 
2. Numerical Validation for Gaussians

where  are a generalized Fisher score mean and 
covariance. We can choose the noise distribution so that it 
minimizes that error:

m, I

The optimal Noise allocates mass to regions 
of high data density  and Fisher score 
magnitude .

pd
∥∇θlog pθ*∥

It samples data points that are least 
robust under the learnt model, also known 
as hard negatives. 

Contributions: 

∥∇θlog pθ*∥ = constant
arg max
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