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Background
How can we efficiently sample from a target distribution  knowing its score?π

Sampling process: Annealed Langevin Dynamics 

            

Prescribed path: Convolve target with a Gaussian, using increasing .   

                           

Estimated score:  

which requires drawing samples from:   

                   ❌ Sampling from  is hard (non log-concave) 
                   ❌ Sampling from  is frequent (new routine for each ) 

              ❌ Estimation error of the score is big (exponential in dimension)

xk+1 = xk + hk ∇log μk(xk) + 2hkϵk , ϵk ∼ 𝒩(0, I)
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Our solution
Choose a Dirac proposal to simplify the convolution. 

Explicit score:     ∇log μk(x) = 1
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